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Expectation of Bernoulli Trials
Probability Mass Function:
£.(x) = (1 — )1 for x ¢ {0, 1}
Expectation of X:

EX) =3 x£() =3 x[o"(1 - p)]

=0.p°(1 = p)t +1.p'(1 —p)°
=0+p
=p



Variance of Bernoulli Trials

Expectation of X?:



Variance of Bernoulli Trials

Var(X) = E(X?) — E(X)?
=p-—p



Expectation of Binomial Distribution

Probability Mass Function:

f(x) = (Z) - p*(1 — p)"—* for x ¢ W where W are all the natural

numbers.

Expectation of X:



Expectation of X:

But this is too difficult. Therefore recall that the Binomial Distribution is
the sum of Bernoulli trials. Therefore, X = 27:1 Y: where X is the
Binomial random variable and Y; is the Bernoulli random variable.

E(X):E[zn: Y,-]
=D Elvi

:np



Variance of Binomial Distribution

We will calculate the variance of a Binomial Distribution in the same way
that we calculated the expectation.

Var(X) = Var ZY
=§:Wdﬂ
i=1

=> p(l-
i=1

=np(1—p)




Expectation of Geometric Distribution
Probability Mass Function:
f(x) = p(1 — p)* for x e N where N are all the natural numbers.

Expectation of X:
E(X) = Zx- f(x)
x=0
= x-p(l—py*
x=0

=p-y x-(L-py
x=0



Expectation of Geometric Distribution

1
Notice that >~ ) y" = s
This is the Taylor Series Expansion of y € (0, 1). Differentiating both
sides with i:
dy
1

Z"yl_l_)

. Now put n=x and y = (1 — p), so we get:

- x—1 __ 1 _i
2P e

x=0



Expectation of Geometric Distribution

Expectation of X: We put the value found in the previous slide on this
slide.

EX)=p- > x(1—p)
x=0

1
p?

Tl—= T
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Expectation of Uniform Distribution

Probability Density Function:

1
f(x) = A for a, b e R where R are all the real numbers.

Expectation of X:

E(X):/x'fx(x) dx
:/abx~ biadx

o o
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Expectation of X:
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Expectation of Exponential Distribution
Probability Density Function:
fi(x) = X -exp~ for x € Ry where R, are all the positive real numbers.

Expectation of X:
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Expectation of Exponential Distribution

We will use by parts integration to solve this problem.

/vdu:uv—/udv

v =x
dv = dx (1)
u=exp ™

du= —X-exp™ ™ dx
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Expectation of Exponential Distribution

E(X):/O x-A-exp ™ dx
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Expectation of Standard Normal Distribution

Probability Density Function:

1.2
-exp~ 2% for x € R where R are all the real numbers.

f(x) =

1
V2T

Expectation of X:
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Expectation of Standard Normal Distribution

We will use substitution to solve this problem.

U:X2

du = 2x dx (2)
du

dx = —

x 2x
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Expectation of Standard Normal Distribution

2n J oo 2
1 o0

=—" —-exp 2 du
1 1
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Expectation of Standard Normal Distribution

N

1 e
E(X) = Wr [—exp 2
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Expectation of Normal Distribution

The Normal random variable X is expressed as X = j + 0Z where Z is
the Standard Normal Distribution.
E(X)=E(n+0o2)
=u+o-E(2)
=p+o-0
=p

19



Page 20

End
We will not discuss the variance of every distribution because the

calculations are too cumbersome, however you can practice on
your own calculation using Var(X) = E(X?) — E(X)? for each case.
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