
Who Distributed More Paycheck Protection
Program (PPP) Loans? A Nonparametric

Approach to Determine the Characteristics of
Banks that Influenced Their Ability to

Distribute PPP Loans

Noara Razzak ∗

October 20, 2025

First version: September 16, 2023. This version: October 20, 2025
Latest draft

Abstract

The Paycheck Protection Program (PPP) was an emergency measure taken during
Covid-19 pandemic to support small businesses that faced mandated business closures.
Using Federal Deposit Insurance Corporation (FDIC) Call Report data from June 2020,
I measure how much PPP loans/assets were given out by FDIC registered banks. I use
nonparametric multivariate Kernel regressions and semiparametric smooth coefficient
Kernel regressions to understand what institutional features lead to a higher amount
of PPP loans/asset for every bank. I find that commercial and industrial loan com-
mitments (C&I) to large businesses, C&I loans larger than $250,000 issued to small
businesses, unused C&I loan commitments, core deposits and the status of the institu-
tions as community banks, all positively influence the amount of PPP loans/asset that
are disbursed by banks.
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1 Introduction

The Coronavirus Aid, Relief, and Economic Security Act (CARES) Act, passed during

the depths of the Covid-19 pandemic enabled the Small Business Administration (SBA),

with support from the Department of the Treasury, to implement the Paycheck Protection

Program (PPP). Since businesses and schools were forced to close during the second of week

of March 2020, the program was designed to provide small businesses with funds to pay up

to 8 weeks of payroll costs including benefits to workers. These funds were also allocated so

that small businesses could pay interest on mortgages, rent, and utilities. The employment

effects of the PPP has been studied extensively, primarily by Autor et al. (2022), Barraza et

al. (2020), Granja et al. (2020) and Faulkender et al. (2021). Most of these studies conclude

that PPP loans boosted employment at eligible firms at the peak of the pandemic in the

middle of 2020 and find statistically and economically significant effects from the program

on unemployment. The effects of the PPP in minority and under-served communities have

been studied by Howell et al. (2021) and Lester and Wilson (2023). Lester and Wilson (2023)

find that majority Black and Hispanic neighborhoods received disproportionately fewer PPP

loans than majority White and Asian neighborhoods, similarly, Howell et al. (2021) find that

Black-owned businesses were more likely to obtain their PPP loan from a fintech lender than

a traditional bank.

The distributional effects of the PPP program have been examined by Bartik et al. (2020),

Balyuk et al. (2020), Li and Strahan (2020) and Wang and Kang (2023). Bartik et al. (2020)

use a novel firm-level survey data that contains information on banks’ relationships with

their primary commercial and industrial (C&I) loan customers as well as publicly available

data from the SBA to measure heterogeneity in the process of PPP distribution and to as-

sess whether banks targeted loans to high-impact firms. They find that banks did target

loans to their most valuable pre-existing customers. Similarly, Balyuk et al. (2020) find that

larger borrowers enjoy earlier PPP access, an effect that is more pronounced from borrowers

doing business with big banks. Using spatial regressions and in-depth interviews with small
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businesses, banks, government agencies, and nonprofit organizations, Wang and Kang (2023)

find that the PPP have reasonably succeeded in reaching their small business targets. Nev-

ertheless, they also conclude that communities with higher shares of pandemic-vulnerable

businesses or higher levels of socioeconomic vulnerability did not receive a proportional

amount of PPP loans. Li and Strahan (2020) take a different approach and mostly delve

into the characteristics of the banks that distributed these loans and among other things

look at whether C&I loan commitments to large businesses, C&I loan commitments to small

businesses, core deposits, liquid assets among other features influence the amount of PPP

loans distributed by these banks.

The relationship between small businesses and their lending banks have been studied

extensively by Avery and Samolyk (2004), Amiram and Rabetti (2020), Nguyen (2019) and

Nguyen and Barth (2020). Allen and Whitledge (2022) find that during the first week of

available PPP loans, community banks issued nearly three times as many loans as large

non-community banks. In this paper, I use one of the models advanced by Li and Strahan

(2020) to test whether previous C&I loans distributed to small businesses played a role in

determining how effective these banks were in distributing PPP loans. However, instead of

using a linear model to explain the relationship between the amount of PPP loans distributed

in June 2020 and C& I loans distributed by these banks, their core deposits and liquid assets

over the four quarters of 2019, I use multivariate Kernel regression, semiparametric smooth

coefficient Kernel regression and ”Wild” bootstrapping to draw inferences regarding the

explanatory variables. The rest of the paper is divided into the following parts. In section

2, I describe the existing economic literature and provide details of the econometric model

used. In section 3, I describe the data. Section 4 contains estimation and results and section

5 concludes the paper.
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2 The Model

I use multivariate Kernel regressions to test whether the amount of PPP loans distributed

by banks as reported by Federal Deposit Insurance Corporation (FDIC) Call Report from

June 2020 is influenced by previous quarters’ C&I loans to large and small businesses, core

deposits, liquid assets and unused C&I loan commitments. The predictors were chosen

primarily to test out Li and Strahan (2020)’s parametric linear model. Nevertheless, previous

literature have used these variables to predict future C&I lending of banks. Avery and Berger

(1991) reason that although high loan commitments increase a bank’s risk exposure, they

also help the bank to ration and sort out riskier borrowers, thereby making the banks more

robust in the long run. Kashyap et al. (2002) study how a bank’s lending activities and

deposit-taking activities are inextricably linked and makes banks “a very special type of

financial institution”. Berlin and Mester (1999) find that after controlling for loan market

competition, banks that are funded heavily with core deposits can provide more loan rate

smoothing when there are exogenous shocks to credit risk. Harvey and Spong (2001) study

the importance of core deposits in a bank’s ability to maintain loan commitments in response

to exogenous shocks to credit risks and increased competition among other financial service

providers. Finally, Kim and Sohn (2017) find that the growth rate of net loans and unused

loan commitments, is positively associated with the level of bank liquidity.

Below, I provide a brief discussion of the local linear Kernel estimator as shown in Garćıa-

Portugués (2023). The local mean Kernel regression estimator was introduced by Èlizbar

Nadaraya (1964). Later, local linear and other higher order estimators were introduced as

detailed in Wand and Jones (1995), Fan and Gijbels (1996) and Li and Racine (2007).

In Kernel regression, the population object to be estimated is the function m : Rp → R

and is given by:

m(x) := E[Y |X = x] =

∫
yfy|X=x(y)dy (2.1)
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where X = (X1, ...., Xp)
′
is the vector of predictors. We can also rewrite m as:

m(x) =

∫
yf(x, y)dy

fx(x)
(2.2)

Here, f is the joint density of (X, Y ) and fx is the marginal probability density function

(pdf) of X. Given a sample (Xi, Yi), we can estimate f and fX by the kernel density

estimators

f̂(x, y;H, h) =
1

n

n∑
i=1

KH(x−Xi)Kh(y − Yi), (2.3)

f̂(x;H) =
1

n

n∑
i=1

KH(x−Xi) (2.4)

Using 2.3 and 2.4 and plugging these equations into 2.2, we get the Nadaraya-Watson

estimator for multivariate predictors:

m̂(x; 0,H) :=
n∑

i=1

KH(x−Xi)∑n
j=1KH(x−Xj)

Yi =
n∑

i=1

W 0
i (x)Yi (2.5)

Here,

W 0
i (x) :=

KH(x−Xi)∑n
i=1 KH(x−Xi)

and H is the diagonal bandwidth such that,

H = diag(h2
1, ..., h

2
p) = diag(h2)

The estimator used by the “np” package in R by Hayfield and Racine (2008) uses the

following estimator derived from 2.5

m̂(x; 0,h) :=
n∑

i=1

W 0
i (x)Yi

Here,
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W 0
i (x) :=

Kh(x−Xi)∑n
i=1Kh(x−Xi)

and

Kh(x−Xi) = Kh1(x1 −Xi1 × ..p.×Khp(xp −Xip).

Therefore, the Nadaraya-Watson estimate is a weighted average of Y1, ..., Yn by means of

the weights {W 0
i ((x)}ni=1. In other words, the Nadaraya-Watson estimator is a local mean of

Y1, ..., Yn about X = x. The local linear estimator involves the first order Taylor expansion

of the function defined in 2.2.

m(Xi) ≈ m(x) +Dm(x)
′
(Xi − x)

The estimate form(x) is obtained from the solution of the weighted least squares problem

given below

β̂h = arg minβ∈Rp+1(Y −Xβ)
′
W(Y −Xβ)

= (X
′
WX)−1(X

′
WY)

where,

W := diag(Kx(X1 − x), ..., Kx(Xn − x))

Hence, the estimator function m̂(x; 1, h) can be expressed as

m̂(x; 1, h) := β̂h,0

= e
′

1(X
′
WX)−1(X

′
WY)

=
n∑

i=1

W 1
i (x)Yi

(2.6)
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where

W 1
i (x) := e

′

1(X
′
WX)−1X

′
Wei

Here ei is the i
th canonical vector. In other words, the entries of ei are all zero except the

ith element. Garćıa-Portugués (2023) states that the local linear estimator is a “weighted

linear combination of the responses”. This linear combination is not a weighted mean, as in

the case of the Nadaraya-Watson estimator, since the weights W 1
i (x) can be negative despite∑n

i=1W
1
i (x) = 1.

As noted by Garćıa-Portugués (2023), the following are the only assumptions required

for the asymptotic analysis of the local polynomial estimator:

• m needs to be twice continuously differentiable.

• σ2 := V ar[Y |X = x], the conditional variance of Y given X is continuous and positive.

• The marginal pdf of X is continuous and also bounded away from zero.

• The kernel K is a symmetric and bounded pdf with finite second moment. It is also

square integrable.

• h = hn is a deterministic sequence of bandwidths. It must also be the case that when

n → ∞, h → 0 and nh → ∞.

Due to the fewer assumptions required by both the local linear and the local mean

estimators when compared with parametric estimators, the degree of model misspec-

ification is substantially muted. As I demonstrate in Sectioh 4, the linear parametric

models are also rejected by the data.
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3 The Data

I use FDIC Call Report data from the four quarters of 2019 and the second quarter

of 2020, which has information on the amount of PPP loans banks committed to small

businesses in the spring and early summer of 2020. The variable RCONLG27 in the June

2020 Call Report contains information on outstanding PPP loan amounts. The variable

RCFD2170 (or RCON2170) contains information on total assets for the banks, the variable

RCON1763 contains C&I loan commitments for large businesses, the variables RCON 5571

and RCON5573 contain C&I loan commitments to small businesses less than $250,000 and

the variable RCON5575 contains C&I commitments to small businesses between $250,000

and $1,000,000. The variable RCON2215 contains core deposits amount for each bank. Liq-

uid assets are calculated by adding up the variables RCFD0081(or RCON0081), RCFD0071

(or RCON0071), RCFD1773 (or RCON1773) and RCONB987. Finally unused C&I loan

commitments for banks are obtained from RCONJ547. All the explanatory variables except

liquid assets are averages from the first quarter of 2019 through the last quarter of 2019.

Total assets and liquid assets of each bank are obtained from the last quarter of 2019.

The reason Call Report data from the first quarter of 2020 is not used is because at the

time Covid-19 emergency procedures are first implemented and the data from banks may

deviate from the norm. I scale all the explanatory variables and the dependent variable by

individual bank’s total assets reported on the December 2019 Call Report and normalize

the data. Observations where the PPP loan amount outstanding are many times the total

assets of a bank are dropped because there is a possibility of wrong data entry. I use two

sets of data. The first contain 5086 observations of individual banks existing in the second

quarter of 2020 with total assets ranging from $50 million to $3 trillion. I then separate

banks based on total assets. Following Li and Strahan (2020), I consider banks with less

than $10 billion in total assets as small banks. I obtain 4947 observations. Medium banks

have total assets less than $50 billion but higher than $10 billion, I obtain 96 observations.

Finally, large banks are those with total assets greater than $50 billion and there are 43 such
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observations. I use the data containing the small banks and the data containing all banks.

Summary statistics of the two sets of data are given in Table 1 and Table 2 respectively.

From the table, it is apparent that small banks provide a slightly higher amount of PPP

loans/asset and at the same time have slightly higher core deposits and liquid assets and

less unused C&I loan commitments when normalized by total assets.

4 Estimation and Results

I use six explanatory variables for the data that have observations from all banks. These

are C&I loan commitments for small businesses less than $250,000, C&I loan commitments

for small businesses between $250,000 and $1,000,000, C&I loan commitments for large

businesses, core deposits, liquid assets and unused C&I loan commitments. For the data

that contain information on only small banks, I use all the explanatory variables initially.

However, the estimates of the regression function have wild curvatures when plotted which

mean that the estimates of the regression function have high bias. As a result for the the

latter data, I use only five explanatory variables. These are C&I loan commitments for small

businesses less than $250,000, C&I loan commitments for small businesses between $250,000

and $1,000,000, core deposits, liquid assets and finally, unused C&I loan commitments. C&I

loan commitments for large businesses is dropped because from the data consisting only

of small banks I observe a sufficiently high number of banks with zero values in C&I loan

commitments to large businesses.

I use two estimation methods to estimate each dataset. First, I use an Ordinary Least

Square (OLS) regression using the “lm” function in R. I test the null hypothesis that this

parametric linear model is correctly specified given the data using the parametric regression

model specification test by Hsiao et al. (2007) and implemented by the “npcmstest” function

within the “np” package, written by Li and Racine (2007). The test takes both categorical

and continuous data, although I only have continuous data. The naive linear models are
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rejected by both sets of data. The result of these tests are shown in Table 3.

I also use the “np” package to perform multivariate Kernel regressions on both sets of

data. Initially, I obtain the bandwidths for each of the explanatory variables using the

“npregbw” function. The Kernel function used defaults to a Gaussian and bandwidths are

obtained using least squares cross validation. I use the “npreg” function to obtain the

estimates of the fitted model. I use bootstrapping to find upper and lower error bounds

of the regression estimates at different quantiles of the explanatory variables. I separately

graph the marginal effects of each explanatory variable, holding all the other explanatory

variables at their median and show the corresponding upper and lower error bounds of the

estimates of the regression function in Figure 1 through Figure 6 for observations from all

banks and Figure 7 through Figure 11 for observations from only small banks. Finally, I test

the significance levels of each of the explanatory variables using the function “npsigtest” in

“np” package with 399 bootstrap replications. I use the “Wild” bootstrap method originally

proposed by Wu (1986) and Liu (1988). This is because, the observations in both sets of

data are not i.i.d and may have heteroskedasticity. The results of the significance tests are

shown in Table 4.

Finally, I use semiparametric smooth coefficient kernel regressions in order to compare

with the coefficient estimates obtained from the parametric OLS regression. The results

of the OLS regressions and the corresponding results from the smooth coefficient Kernel

regressions are shown in Table 5 and Table 6 respectively. In the latter case, the coefficients

for each of the explanatory variables are calculated using the “npscoefbw” and “npscoef”

functions from the “np” package. According to Li and Racine (2007), the “npscoefbw”

function computes a bandwidth object for each explanatory variable using least squares

cross validation method, with the Kernel function defaulting to a Gaussian.

The “npscoef” function then computes a smooth coefficient kernel regression of a one-

dimensional dependent variable on p-variate explanatory data using the model Yi = W
′
iβ(Zi)+

ui where Wi = (1, X
′
i). Here, β(.) is a function that is not specified, however it is assumed
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that E(ui|Xi, Zi) = 0. Given that S is the support of Zi, for any z in S, the function

β(Z) = [E(XiX
′
i |Zi = z)]−1(E(XiYi|Zi = z) is estimated by the local constant kernel

method. Li and Racine (2010) provides a detailed explanation of the estimation method

and the corresponding estimator.

Using the function “npscoef”, I obtain a vector of β values for each explanatory variable,

with the vector length corresponding to the number of observations in the data. I also obtain

a vector of residuals, with the vector length corresponding to the number of observations

in the data. I compute a weighted mean of the β values, with (1 - residuals) as weights.

This allows me to obtain comparable β coefficients using a semiparametric approach while

the “lm” function in R produces parametric β coefficient estimates. Comparison between

the two sets of β values should be limited to the sign of each of the explanatory variables.

This is because, the β coefficient estimates obtained from the linear model are not reliable as

the linear parametric model is rejected by the parametric model specification test described

earlier. Similarly, the β coefficient estimates from the semiparametric model are a weighted

mean and may not reflect the “true β” values. At the same time, it was not possible to use

the function “npsigtest” to test the significance levels of the coefficient estimates due to the

nature of the semiparametric regression performed by “npscoef”.

It is apparent from Table 4, Table 5 and Table 6 that the nonparametric multivariate

Kernel regressions and the semiparametric smooth coefficient Kernel regressions provide

higher R2 values than the linear OLS regressions. Similarly, the residual standard errors

are also less for both the nonparametric and semiparametric Kernel regressions. However, I

could not obtain standard errors for the explanatory variables for either the nonparametric

or the semiparametric regressions.

From the figures, Figure 1 through Figure 11, it is possible to draw inference of the

marginal effects of each of the explanatory variables on the amount of PPP loans distributed

per bank. Banks which distributed a greater proportion of C&I loans less than $250,000 over

the past four quarters are less likely to distribute higher amounts of PPP loans. This may
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be explained by the fact that such banks are more likely to be located in socioeconomically

vulnerable areas and as shown by Wang and Kang (2023), communities with greater eco-

nomic vulnerability did not receive their proportional share of PPP loans. However, banks

that distributed C&I loans between $250,000 and $1,000,000 over the previous four quar-

ters consistently provide higher amount of PPP loans. This ties in with the findings from

Balyuk et al. (2020) and Bartik et al. (2020) who found that banks target loans to their

already existing customers and larger borrowers also enjoy early PPP loan access. It is also

evident from the figures that the amount of PPP loans disbursed is positively related to

core deposits of the banks and unused C&I loan commitments over the past four quarters.

These findings are expected and confirmed by existing literature on the relationship between

C&I loans disbursed by banks and their core deposits and unused loan commitments. C& I

loan commitments to large businesses are not a significant predictor of the amount of PPP

loans that the banks disbursed, Li and Strahan (2020) find a similar result, although they

use a parametric linear model. This may be because most small banks do not distribute

large quantities of C& I loans to large businesses as evident from the data and both datasets

contain a majority of small banks. The only surprising finding is that the amount of PPP

loans disbursed are negatively related to the liquid assets of the banks. This phenomenon is

also evident in the sign of the coefficient estimate for the variable Liquid Assets in both the

semiparametric models shown in Table 5 and Table 6. Interestingly, Li and Strahan (2020)

also find negative coefficient estimates for Liquid Assets in their parametric linear model.

In other words, banks with higher liquidity disbursed less PPP loan funds, a phenomenon

which runs counter to existing literature discussed previously regarding liquid assets and the

extent of C&I loan disbursement.
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5 Conclusion

Using FDIC Call Report data from June 2020, I measure how much PPP loans/assets

are given out by FDIC registered banks. I obtain C&I loan commitments to large busi-

nesses, C&I loans issued for small businesses, core deposits,liquid assets and unused C&I

loan commitments over the four quarters of 2019 as predictors for the amount of PPP loans

given out by each bank. I use nonparametric multivariate Kernel regressions and semipara-

metric smooth coefficient Kernel regressions to understand what institutional features lead

to a higher amount of PPP loans/asset disbursed per bank and provide significance levels

for each of the explanatory variables. C&I loan commitments to large businesses are not a

significant predictor of the amount of PPP loans given out by the banks in the spring and

summer of 2020. All other explanatory variables except C&I loan commitments to small

businesses of less than $250,000 and liquid assets positively influence the amount of PPP

loans that are disbursed by banks. The former phenomenon is discussed in other papers

that study how economically vulnerable businesses and communities do not get early access

to PPP loans, the same businesses who are likely to receive C&I loans commitments of less

than $250,000 in the previous four quarters. The latter phenomenon however is not widely

discussed in existing literature and is fertile ground for further research.
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Table 1: Summary statistics of the Dependent variable and the Explanatory variables from
all banks. All the variables are normalized by total assets of each bank. This table is made
using the “stargazer” package by Hlavac (2022)in R.

Statistic N Mean St. Dev. Min Max

Amount of PPP loans 5,086 0.057 0.074 0.000 0.849
C&I Less than $250,000 5,086 0.016 0.023 0.000 0.792
C&I Less than $1,000,000 5,086 0.014 0.015 0.000 0.244
C&I More than $1,000,000 5,086 0.020 0.053 0.000 0.831
Core Deposits 5,086 0.258 0.147 0.000 0.895
Liquid Assets 5,086 0.283 0.167 0.000 0.999
Unused C&I Loan Commitments 5,086 0.029 0.032 0.000 0.264
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Table 2: Summary statistics of the Dependent variable and the Explanatory variables from
small banks with assets less than $10 billion. All the variables are normalized by total assets
of each bank. This table is made using the “stargazer” package by Hlavac (2022)in R.

Statistic N Mean St. Dev. Min Max

Amount of PPP loans 4,947 0.058 0.074 0.000 0.849
C&I Less than $250,000 4,947 0.016 0.023 0.000 0.792
C&I Less than $1,000,000 4,947 0.014 0.015 0.000 0.244
Core Deposits 4,947 0.263 0.146 0.000 0.895
Liquid Assets 4,947 0.284 0.167 0.000 0.999
Unused C&I Loan Commitments 4,947 0.028 0.032 0.000 0.264
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Table 3: This table shows how the parametric null OLS model specification is rejected for
both the sample of all banks and the sample of small banks using the test demonstrated in
Hsiao et al. (2007).

Dependent variable:

Amount of PPP loans

(1) (2)
Observations 5,086 4.947
IID Bootstrap Replications 399 399
Number of regressors 6 5
Test Statistic ‘Jn’ 7.258021*** 8.625261***

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table 4: This table shows p−values from the nonparametric multivariate Kernel regressions
and the corresponding significance of the explanatory variables obtained using the function
“npsigtest” in the “np” package. The first columns shows results from observations of all
banks while the second column shows observations from banks with total assets less than
$10 billion.

Dependent variable:

Amount of PPP loans

(1) (2)

Less than $250,000 in C&I Loans 0.005 0.025

Less than $1,000,000 in C&I Loans < 0.0001 < 0.0001

More than $1,000,000 in C&I Loans 0.108 −

Core Deposits < 0.0001 0.013

Liquid Assets < 0.0001 < 0.0001

Unused C&I Loan Commitments < 0.0001 < 0.0001

Observations 5,086 4,947
Kernel Regression Estimator Local-Linear Local-Linear
Bandwidth Type Fixed Fixed
R2 0.295 0.225
Residual Std. Error 0.062 0.065

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table 5: This table compares the parametric OLS regression in column 1 with the semi-
parametric smooth coefficient Kernel regression in column 2 based on observations from all
banks.

Dependent variable:

Amount of PPP loans

(1) (2)

Less than $250,000 in C&I Loans −0.083∗ −0.556
(0.047) −

Less than $1,000,000 in C&I Loans 0.967∗∗∗ 1.796
(0.077) −

More than $1,000,000 in C&I Loans −0.117∗∗∗ 0.0341
(0.021) −

Core Deposits 0.013∗ 0.025
(0.007) −

Liquid Assets −0.037∗∗∗ −0.022
(0.006) −

Unused C&I Loan Commitments 0.720∗∗∗ 0.703
(0.034) −

Constant 0.033∗∗∗ 0.026
(0.003) −

Observations 5,086 5,086
R2 0.189 0.477
Adjusted R2 0.188 -
Residual Std. Error (df = 5079) 0.066 0.054
F Statistic (df = 6; 5079) 197.166∗∗∗ -

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table 6: This table compares the parametric OLS regression in column 1 with the semipara-
metric smooth coefficient Kernel regression in column 2 based on observations from small
banks with assets less than $10 billion.

Dependent variable:

Amount of PPP loans

(1) (2)

Less than $250,000 in C&I Loans −0.112∗∗ −0.749
(0.048) −

Less than $1,000,000 in C&I Loans 0.864∗∗∗ 2.421
(0.078) −

Core Deposits 0.021∗∗∗ 0.044
(0.007) −

Liquid Assets −0.038∗∗∗ −0.037
(0.006) −

Unused C&I Loan Commitments 0.696∗∗∗ 0.506
(0.034) −

Constant 0.032∗∗∗ 0.026
(0.003) −

Observations 4,947 4,947
R2 0.185 0.595
Adjusted R2 0.184 -
Residual Std. Error (df = 4941) 0.067 0.048
F Statistic (df = 5; 4941) 224.489∗∗∗ -

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Figure 1: Upper and lower error bounds of the fitted estimates of the regression function
at different quantiles of the dependent variable, “C&I loans less than $250,000”. The error
bounds are calculated using a bootstrap procedure. Data are from observations are from all
banks.
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Figure 2: Upper and lower error bounds of the fitted estimates of the regression function at
different quantiles of the dependent variable, “C&I Loans less than $1,000,000”. The error
bounds are calculated using a bootstrap procedure. Data are from observations are from all
banks.
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Figure 3: Upper and lower error bounds of the fitted estimates of the regression function at
different quantiles of the dependent variable, “C&I Loans more than $1,000,000”. The error
bounds are calculated using a bootstrap procedure. Data are from observations are from all
banks.
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Figure 4: Upper and lower error bounds of the fitted estimates of the regression function
at different quantiles of the dependent variable, “Core Deposits”. The error bounds are
calculated using a bootstrap procedure. Data are from observations are from all banks.
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Figure 5: Upper and lower error bounds of the fitted estimates of the regression function
at different quantiles of the dependent variable, “Liquid Assets”. The error bounds are
calculated using a bootstrap procedure. Data are from observations are from all banks.
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Figure 6: Upper and lower error bounds of the fitted estimates of the regression function at
different quantiles of the dependent variable, “Unused C&I Loan Commitments”. The error
bounds are calculated using a bootstrap procedure. Data are from observations are from all
banks.
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Figure 7: Upper and lower error bounds of the fitted estimates of the regression function
at different quantiles of the dependent variable, “C&I loans less than $250,000”. The error
bounds are calculated using a bootstrap procedure. Data are from observations are from
small banks with total assets less than $10 billion.
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Figure 8: Upper and lower error bounds of the fitted estimates of the regression function at
different quantiles of the dependent variable, “C&I loans less than $1,000,000”. The error
bounds are calculated using a bootstrap procedure. Data are from observations are from
small banks with total assets less than $10 billion.
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Figure 9: Upper and lower error bounds of the fitted estimates of the regression function
at different quantiles of the dependent variable, “Core Deposits”. The error bounds are
calculated using a bootstrap procedure. Data are from observations are from small banks
with total assets less than $10 billion.
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Figure 10: Upper and lower error bounds of the fitted estimates of the regression function
at different quantiles of the dependent variable, “Liquid Assets”. The error bounds are
calculated using a bootstrap procedure. Data are from observations are from small banks
with total assets less than $10 billion.
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Figure 11: Upper and lower error bounds of the fitted estimates of the regression function at
different quantiles of the dependent variable, “Unused C&I Loan Commitments”. The error
bounds are calculated using a bootstrap procedure. Data are from observations are from
small banks with total assets less than $10 billion.
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